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Systems of Equations
|
|
I

and Matrices

AN o'y Multivariable Linear Systems and Row Operations

multivariable linear system, row-echelon form. Gaussian elimination, augmented matrix
N Ew’ﬂucabulary coefficient matrix reduced row-echelon form Gauss-Jordan elimination,

Gaussian Elimination

KeyConcept Operations that Produce Equivalent Systems

Each of the fallowing aperations produces an equivalent system of linear equatiens
* Imerchange any 1wo eguations.
e Multiply one of the equations by a nenzero real number,

= Add amultiple of one equation o another equation.

Write the system of equations in triangular form using Gaussian elimination. Then solve
the svstem,

Sx=D0dy=5x=135
=x+ 2y = 3z =-=11
3r—2y+7z=130

A 4

1 | |
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KeyConcept Row-Echelon Form
1 & matrix is in rew-echelon form if the following cond tlons are met,

|

1 | |

* Rows consisting entirely of zeros (if any) appear at the botlom of the matiis,
= The first nonzero entry In a row is 1, called a leading 1.

* Fortwo successive rows with nonzero entries. the leading 1in the higher row 5
farther ta the loft than the leading 1 (0 the lower row,

00 O =
S0 o
= QR T
O . mn

Example 2 Identify an Augmented Matrix in Row-Echelon Form

Determine whether each matrix is in row-echelon form,

a[1 2 0'=1 b. [1 6 2 —=11! 10 . [1 5 —6! 10

[u14,' z] 01 -5 8! -7 o1 9!-3
o0 0o 1! 14 01 0} 14
o0 0 0! 0

Gauss-Jordan Elimination

Example 3 Use Gauss-Jordan Elimination

Solve the system of equations,
r=y+z=0
—x+2y=3z=-5

2x — 3y + 5z= 8

2|Page
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Example4  NoSolution and Infinitely Many Solutions
Solve each system of equations.

a =ix—1ly+tz=12 b. Ix+5y—8z2=-3
qx—y—6z=2 2% + 5y — 22 = -7
—-Ix=ytz=1 =X=jrixm=]

3|Page
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viwMMatrix Multiplication, Inverses, and Determinants

NewVocabulary identity matrix  inverse matrix  invertible  singular matrix  determinant

Hl.ll'lip"jl' Matrices matrix A . matrix B = AB
Ix2 2x4 3 x4
{ , S [
Dimensions
ol 48

KeyConcept Matrix Multiplication

Wards ItA s anm » rmatriy and 8 s an r 3 m matrix, then the product AR is an m > n matrix obtained by adding
the products of the entries of a row in A 1o the correspending entries of a column in 8.

Symbols IfA Is anam > rmatrix and & s an ¢ % 0 matrix, then the product A8 is an m = n matrix in which

€y = @yqlryy + ﬂlzﬁ;‘.-‘*' LR u,,b,ll..

tyy Pz e o, Ey Bz =S¥ eee £y,

o P wn Ly Bor won B e Bl Cp Sz win S ... Cgn
I: E i - all 531 e b? e p?ﬂ = E E - I:

Ty Tz Ty E : - 2 €n i "—J_l . Cin
; : ] by Byg e by by : : :

L Yoz ik Ty e Conz oy Crian

Example 1

— -2 0 &
Usematriceu&=[i ;]aml3=[ i 5 l]mﬁnd each product, if possible.
a. AB
b. BA
4|Page
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KeyConcept Properties of Matrix Multiplication

For any matrices 4, 8, and C for which the matrix product is defined and any scalar k, the following properties are true,

Associative Property of Matrix Multiplication [ABW = A(BC)
Associative Property of Scatar Multiplication K[AB) = (k)8 = A(kE)
Left Distributive Property CiA+8)=CA+CH
Right Distributive Property A4+ 8 C=AC + BC

S

KeyConcept Identity Matrix

Words The identity matrix of order n, dencted &, Isannp % n Symbols
rmatrly consisting of all 15 on its main diagonal, from upper
left to lower right, and 0s for all other elements.

\‘-'_—

Example2  SolveaSystem of Linear Equations

Write the system of equations as a matrix equation, AX = B. Then use Gauss-Jordan
elimination on the augmented matrix to solve the system,

=N tX=2n=1

-2t + 3, = 4dx, =5
Svy — dxy + Ty = —1

5|Page

I | | e |
e N

a"-
Il

0 e OO

O wee O o D

= BETTI o B = |

- w0 R

A

1 | |



A

KeyConcept Inverse of a Square Matrix

Let A be an rm = mmatrix, I there exists a matrix B such thal A8 = B4 = |, then B is called the inverse of 4 and s writlen as
A™' S0, A4 =a"U=1,

Determine whether A =

and B = [; ::] are inverse maltrices,

Example 4 FarSaGHE MR

ml

IJ
Inuerses and Determinants

Example 3 |NdARIRvEE AR
|

|

I

Find A7, if it exists. If A~ does not exist, write singular.

a, A= [__3 _’i]

6|Page
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KeyConcepl Inverse and Determinant of a 2 X 2 Matrix

Letd = [ w : ] A ls Invertible I and only if od — cb £ 0.
¢

1 i) —b]

] ) I
If A ks invertible, then A™' = —=—— — al

The number ed — cb is called the determinant of the 2 % 2 matrix and iz denoted

Ill!l{f'-'livaﬂl:-'-[ > :I=rrtf—cb.

L.

Find the determinant of each matrix. Then find the inverse of the matrix, if it exists.

- mld "]

Example S petemminantand Inverseof a2 X 2Matix

KeyConcept Determinant of a 3 X 3 Matrix

a b ¢
d e I .I'hendeiﬂl=i"‘|="[: Ir|"_'f"ll:I| IIr|'H:|
d e | / g

Letd =

de|
g nl

L™

—3 2 4
1 =1 2|.Then find C1, if it exists,
-1 4 0

Find the determinant of £ =

7|Page
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Let A be the cosflicient matrix of & system of A linear equations in n variables given by AX = 8, whede X is the matrix of
varlables and 8 Is the matrix af constants, It 4 (5 invertible, then the system of equations has a unigue solution given
by = 48

CEGnl  sonea2x 2SpsemUsnoanimeseMar

Use an inverse matrix to solve the system of equations, if possible.

2y — 3y = —1
=3xr+5y=3

KeyCaoncept Cramer’s Rule

Let A be the costlicient matrix o a system of a linear equations in n varables given by AX = 8 H det{d) 5= O, then the unlque
soluthon of the system Is given by

P el Mal A

TR T I AT =1L

where A, Is obitained by replacing the fth column of A with the column of constant terms 8. If det(d) = Q, then AX = 8 has either
no selution or Infinltely many solutions,

Ny =

Bnph2  so coamers e toSobe a2 X 28ten

Use Cramer’s Rule to find the solution of the system of linear equations, if a unique
solution exists.

—4.1'1-.1' = —13

'J L
ggg N3 = olving Linear Systems using
Inverses and Cramer’s Rule
NewVocabulary —squaresystem  Cramer's Rule
KeyConcept Invertible Square Linear Systems
[
[
[
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e ZaPartial Fractions i

NewVocabulary  partial fraction  partial fraction decomposition

Example 1 enominator with Nonvepeated Linear Factors

Find the partial fraction decomposition of ;—%.

Example?  ipiopenRaHGRAERressioR I

F
Find the partial fraction decompaosition of & ': x4

x -

9|Page
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Txampled  Denominator with Repeated Linear Factors

S SN
Find the partial fraction decomposition of - X —Ax—8

Exampld  penominatorwith Prime Quadratic Factors

X + 2x
b + 1)2

Find the partial fraction decomposition of

10|Page
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Linear Optimization

NewVocabulary

Linear Programming

KeyConcept Vertex Theorem for Optimization

Wards It allimear programming problem can be ¥ ]
optimized, an optimal valee will ocour at

one of the vertices of the reglon representing

1he sl af feasible solutions,

The maximum ar minimum value of
fix, ) = ax < by 4+ ¢ over the sel
of feasible solutlons graphed oceurs
at point A B, C.D.E, or F,

Example

Feasible
solutions

F £

(8 L

HeyConcept Linear Programming

the function.

To solve a linear programming problem, foliow these steps.
Graph the reqlon corresponding to the solution of the system of constralms,
m Finel the coordinates of the vertices of the region formed.

Evaluate the ohjective tunction at each vertex 1o determine which x- and p-values, it ary, masimize or minimize

Lﬂamglé 1

Find the maximum and minimum values of the objective function f (x, y) = x + 3y and for what
values of x and y they accur, subject to the following constraints.

x+ysB P.r-:yss

x=0 y=0

(m
oplimization linear programming uhjl!cthfefurll:tiun feasible solutions
multiple optimal solutions unbounded  constraints
1y
T T
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Find the maximum value of the objective function f(x, y) = 4x + 2y and for what values of x and y it
occurs, subject to the following constraints,

y+2x <18
y=6h
¥x<8
x=0
y=0

-
T

S

—
T
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